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I) Mise en place d’un solution haute disponibilité HeartBeat

Définition

Dans une solution de haute disponibilité, le "heartbeat" est comme une vérification régulière des
échanges de signaux entre les différents éléments du système. Ces signaux sont essentiels pour
s'assurer que chaque composant fonctionne. Si l'un de ces éléments cesse d'émettre ces signaux, les
autres éléments le repèrent et prennent le relais pour garantir que le service continue sans
interruption. Cela assure une sorte de filet de sécurité pour maintenir le système opérationnel, même
en cas de panne d'un élément.

● Création de deux serveurs SRV1 et SRV2

Vérification de la source list du serveur pour permettre l'installation d'Apache 2 et Heartbeat.

Apache2 installation

HeartBeat installation
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● Après avoir installé le package APACHE ET HEARTBEAT nous pouvons alors accéder à la
page HTML du serveur Apache pour la modifier et stipuler que nous sommes sur SRV1 ou 2.

  

Nous renommons le serveur avec la commande nano /etc/hostname pour donner le nom SRV1 ou
SRV2.
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● Ping entre SRV 1 et SRV2

Nous avons donc pour mission de mettre en place la configuration du cluster entre les deux serveurs
SRV1 et SRV2.

nous éditons alors le fichier “ nano /etc/hosts “ : nous déclarons alors sur SRV1 l’adresse et le nom du
SRV2 pour que le cluster

Nous remarquons alors que les Ping SRV1 et SRV2 fonctionnent en ayant remplacé l’adresse IP par
un nom.

TP Cybersécurité Rémy/Alice BTS SIO2 4/10



● Configuration de Heartbeat copié sur les 2 serveurs SRV1 et SRV2 pour accéder à la page
de configuration des fichiers fondamentaux nous faisons la commande

● Mise en place de l’adresse Virtuelle équivalente pour permettre une redondance entre SRV1
et SRV2 en cas de panne.
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II) Test du Cluster avec la solution de haute disponibilité HeartBeat :

● Test de ping entre le nouveau client et le serveur SRV1 et SRV2 :

Test de ping entre le client et l’adresse Virtuel du cluster :
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Simulation de la panne du serveur SRV 1 pour pouvoir alors observer que le cluster fonctionne
correctement et que l'adresse IP virtuel attribuée au cluster redirige vers le serveur SRV 2.

Après avoir mis le serveur SRV1 down on va alors essayer de se connecter au serveur en passant
par l’adresse virtuel et nous obtenons au final une redirection vers le SRV2

III) Mise en place d’un Répartiteur avec IPVS

Définition :

Le répartiteur de charge, c'est comme un planificateur de tâches pour les serveurs. Il répartit le travail
entre eux pour éviter qu'un seul serveur soit surchargé, assurant ainsi que les applications en ligne
restent accessibles et rapides pour les utilisateurs. Si un serveur tombe en panne, le répartiteur
redirige le trafic vers les autres serveurs pour éviter les interruptions de service.

Pour revenir à IPVS c’est à dire IP virtual service en informatique c'est une technologie de répartition
de charge qui une fois configurée redirige selon les préférences de l'algorithms les paquets et donc le
serveur choisit pour équilibrer les charges en fonction de la configuration choisie au préalable.

IPVS utilise des méthodes de répartition de charge telles que le "round-robin", la répartition basée sur
la charge actuelle des serveurs, ou d'autres algorithmes selon la configuration. Comme vu dans le TP
suivant.

installation du package IPVS sur le répartiteur :
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Répartiteur configuration des deux carte réseau :

Nous éditons le fichier de configuration ipvs : on applique “true” pour “Auto”pour pouvoir répartir les
requêtes .

Mise en place de la configuration des cartes réseau :
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Création de l’adresse virtuel ens224:30 pour le Load Balancer:

Création du cluster du Load balancing et mise en application des commandes suivantes pour
permettre de faire connaître les adresses au service IPVS :
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Durant le paramétrage on configure alors le IPVS avec l’option “ - rr “ c'est-à- dire la méthode de
round robin permet de répartir de manière aléatoire la charge entre les deux serveurs SRV1 et
SRV2.
On utilise aussi l'option “-m” est utilisée pour masquer l’adresse du réseau derrière le répartiteur.

l’option “- w” permet de terminer le poids à définir pour chaque serveur et leurs répartition il est couplé
à l’option “-rr“ donc on utilise la commande “-wrr” nommée la méthode de “Weighted Round Robin”

Vérification du paramétrage IPVS mise en place pour le répartiteur :

Ping de mon client B en 172.16.50.15 vers mon cluster en 172.16.50.30 :

Nous pouvons alors Ping avec le client B en 172.16.50.15 le SRV 1 en 192.168.50.2 en passant par
le répartiteur ayant son adresse virtuel en 172.16.50.3.
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Test de l'URL avec le client B nous pouvons alors voir que le SRV2 est utilisé par la répartition de
charge et le SRV 1 est inactif.
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